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Abstract It is shown that the l1-distance in the space of probability assignments on a finite
set Ω provides a criterion to judge whether two assignments are too close to each other to
be distinguished by a statistical test. The criterion is independent of the number of elements
of Ω . Other notions of distance are also discussed.

1 Introduction

Lately several authors investigated whether information measures such as generalized en-
tropies are stable with respect to small variations of the probability assignment [1–8]. This
issue arose investigating the concept of mixing character, which is the union of all infor-
mation theoretical entropy concepts [9]. Particularly the investigation of the question of sta-
bility of Rényi entropies introduced the stability concept into literature [10]. This concept
comprises the following simple idea: If S is some entropy defined on a space of probability
assignments and S varies typically by an amount STYP, then S(W0) and S(W1) should not
differ by an amount of the order of STYP if the probability assignments W0 and W1 are so
close to each other that they cannot be distinguished by any feasible statistical test. In or-
der to be able to formulate mathematical criteria of stability it is useful to have some kind
of distance defined in the space of probability assignments. This distance should be one
that permits to judge whether two assignments can or cannot be distinguished by means
of statistical tests. As the application of these concepts to thermodynamic systems involves
probability assignments defined on sets of an enormous number of micro-states (typically

larger than 2(1023)) the relation between distance and testability should be one that does not
depend on the number of micro-states. In the present work we shall show that the appropriate
notion of distance is the well known l1-distance.
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2 Statement of the Problem

Let W0 and W1 be two probability assignments defined on a finite set Ω of micro-states.
Suppose one of them, but we do not know which one, describes a physical ensemble, i.e.
a class of objects furnished by independent and equivalent procedures, defined by some
experimental prescription (this concept of ensemble corresponds to the concept of state of
a system [11]). How can one perform an experiment to decide which one is the correct
assignment? Such an experiment would experimentally distinguish the two assignments.

One may measure properties of a number Z of members of the ensemble and com-
pare their relative frequencies with the probabilities as predicted by W0 or W1. Depend-
ing on whether the relative frequencies found correspond more with the probabilities as
calculated according to W0 or W1 one will decide in favor of W0 or W1. The decision
may be more or less reliable. For instance if W0 and W1 have disjoint support (∀x ∈ Ω :
W0(x) �= 0 ⇒ W1(x) = 0) one can, with a single experiment (Z = 1) and without doubt,
decide which of the assignments is the correct one, by asking the experimental question:
“x ∈ support of W0?”.1 In general, however, one is limited to uncertain results and the num-
ber of experimental questions Z will have to be large in order to obtain a reasonable reli-
ability. If the assignments W0 and W1 differ by such a small amount that the necessary Z

becomes so large that a practical realization of the experiments becomes impossible, the as-
signments are physically indistinguishable. Our task is to relate the necessary Z-values with
a distance of the assignments W0 and W1. In order to do so let us first explain some basic
notions of mathematical statistics [12].

A decision procedure described above is called a test of a simple null-hypothesis H0

(W0 is the correct assignment) against the simple alternative H1 (W1 is the correct assign-
ment). If one rejects the hypothesis H0, despite the fact that H0 is correct, one calls the
wrong decision a mistake of the first kind. If one accepts H0 erroneously this is called a
mistake of the second kind. Let αT and βT be the probabilities to commit a mistake of the
first and second kind in a test T , respectively:

αT = PH0(H0 rejected), (1)

βT = PH1(H0 accepted). (2)

In these expressions PY (X) designates the probability of the event X according to the hy-
pothesis Y .

There are testing procedures that use a fixed sample size Z and others, called sequential
tests, where the sample size depends on the experimental outcomes. Furthermore Z may
also depend on other stochastic processes. In this case the test is called a randomized one.
In this work we shall treat only tests with a fixed sample size. The extension to randomized
and sequential tests is straightforward and does not bring essential new aspects into play.

The individual micro-states x ∈ Ω are not always observed directly. This is especially so
in the case of thermodynamic systems. There one observes values of functions f defined
on Ω . If one finds an experimental value f in an interval [a, b] one says the micro-state has
been found in the inverse image of that interval; x ∈ f −1([a, b]). So what can be observed
is whether the micro-state is an element of certain subsets of Ω . The outcome of Z repeated
experiments can be thought of as a composed micro-state that consists of a Z-tuple of ele-
ments of Ω ; X = (x1, x2, . . . , xZ) with xi ∈ Ω . That means X is an element of the Cartesian

1We shall write experimental outcomes with bold face letter to distinguish them from other elements x ∈ Ω .
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product ΩZ = Ω × Ω × · · · × Ω . Again, what can be observed is whether X is an element
of certain subsets of ΩZ .

A non-randomized test of sample size Z is defined by a subset CT ⊂ ΩZ , called the
critical set, and the rule that the null hypothesis H0 is rejected if one finds experimentally
X ∈ CT and it is accepted otherwise. This way we get for the probabilities of the error of
first and second kind

αT = PH0(X ∈ CT ), (3)

βT = PH1(X /∈ CT ). (4)

Fore instance in the case of the example of assignments W0, W1 with disjoint support one
can choose Z = 1, CT = supp(W1) and one would have αT = βT = 0.

The Z experiments that comprise the test are performed in a statistically independent
manner. Therefore the probability, according to the hypothesis Hi , to get a sample result X

equal to some element X = (x1, x2, . . . , xZ) is

PHi
(X = X) = Wi(x1) · Wi(x2) · · · · · Wi(xZ) (3)

and the probability to find a result in a set C ⊂ ΩZ is

PHi
(X ∈ C) =

∑

X∈C

Wi(x1) · Wi(x2) · · · · · Wi(xZ). (4)

We shall call the corresponding probability assignment on ΩZ , which is given by (4), the
Zth power of Wi and write it as WZ

i . Using the notation of measure theory one may then
write the probabilities of error of first and second kind as

αT = WZ
0 (CT ), (5)

βT = WZ
1 (ΩZ\CT ). (6)

Now we have to define an appropriate notion of distance of probability assignments in such a
way that the necessary sample size Z can be related to the distance and the error probabilities
αT and βT . The size of the set Ω should not enter this relation. In order to simplify the
problem we shall not consider Z as a function of αT and βT but consider an upper limit for
these probabilities. It is reasonable to require that at least αT + βT < 0.5. We shall see that
the distance

‖W0 − W1‖ =
∑

x∈Ω

|W0(x) − W1(x)| (7)

permits a judgment of this kind. Another natural distance on the space of signed measures
on some σ -algebra would be

‖W0 − W1‖∞ = sup
A∈σ

|W0(A) − W1(A)|.

Note however, that on the subset of probability measures these notions of distance differ
simply by a factor 2. One has ‖W0 − W1‖ = 2‖W0 − W1‖∞ .
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3 Results

Theorem 1 Let W0 and W1 be two probability assignments on a finite set Ω . There does
not exist any test with sample size Z that can test the simple null hypothesis H0 = (W0 is the
correct assignment) against the simple alternative H1 = (W1 is the correct assignment) and
that satisfies αT + βT < 1 − Z‖W0 − W1‖.

It is useful to examine a numeric example. If we require that αT + βT < 0.5 the theorem
implies that one needs at least a sample size Z > (2‖W0 −W1‖)−1 to distinguish the assign-
ments. If ‖W0 −W1‖ ≈ 10−100, this condition is clearly prohibitive. However, 10−100 is still a
very large number as compared to individual probabilities of micro-states of thermodynamic
systems. This fact causes the instabilities of certain generalized entropies.

Proof Equations (5) and (6) imply

WZ
1 (CT ) − WZ

0 (CT ) = 1 − αT − βT . (8)

We have to show that there does not exist a set CT ⊂ ΩZ such that

WZ
1 (CT ) − WZ

0 (CT ) = 1 − αT − βT > Z‖W0 − W1‖.

Or to put it differently, we have to show that

∀(C ⊂ ΩZ): WZ
1 (C) − WZ

0 (C) ≤ Z‖W0 − W1‖. (9)

To that end we first prove the following lemma:

Lemma 1 Let v1, v2, . . . , vZ and v̂1, v̂2, . . . , v̂Z be two Z-tuples of non-negative numbers.
Then

∣∣∣∣∣

Z∏

i=1

vi −
Z∏

i=1

v̂i

∣∣∣∣∣ ≤ v1v2 · · ·vZ−1|vZ − v̂Z| + v1v2 · · ·vZ−2|vZ−1 − v̂Z−1|v̂Z

+ v1v2 · · ·vZ−3|vZ−2 − v̂Z−2|v̂Z−1v̂Z + · · ·

+ · · · + |v1 − v̂1|v̂2v̂3 · · · v̂Z.

Proof First we subtract and add to the difference of products v1 · · ·vZ − v̂1 · · · v̂Z mixed
products of the kind v1 · · ·vZ−kv̂Z−k+1 · · · v̂Z :

v1 · · ·vZ − v̂1 · · · v̂Z = v1 · · ·vZ − v1 · · ·vZ−1v̂Z + v1 · · ·vZ−1v̂Z − v1 · · ·vZ−2v̂Z−1v̂Z

+ v1 · · ·vz−2v̂Z−1v̂Z − · · · + v1v̂2 · · · v̂Z − v̂1 · · · v̂Z

= v1 · · ·vZ−1(vZ − v̂Z) + v1 · · ·vz−2(vZ−1 − v̂Z−1)v̂Z + · · ·

+ (v1 − v̂1)v̂2 · · · v̂Z.

The statement of the lemma follows applying the triangle inequality. �
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Corollary ‖WZ
0 − WZ

1 ‖ ≤ Z‖W0 − W1‖.

Proof

‖WZ
0 − WZ

1 ‖ =
∑

X∈ΩZ

|W0(x1)W0(x2) · · ·W0(xZ) − W1(x1)W1(x2) · · ·W1(xZ)|

≤
∑

X∈ΩZ

W0(x1) · · ·W0(xZ−1)|W0(xZ) − W1(xZ)|

+
∑

X∈ΩZ

W0(x1) · · ·W0(xZ−2)|W0(xZ−1) − W1(xZ−1)|W1(xZ) + · · ·

+
∑

X∈ΩZ

|W0(x1) − W1(x1)|W1(x2) · · ·W1(xZ)

= Z‖W0 − W1‖.
We note in passing that this corollary can be generalized to infinite sets Ω . �

Now all elements to complete the proof of statement (9) are ready. Thus let C ⊂ ΩZ be
given arbitrarily. One has

WZ
1 (C) − WZ

0 (C) ≤ |WZ
1 (C) − WZ

0 (C)| ≤
∑

X∈C

|WZ
0 (X) − WZ

1 (X)|

≤
∑

X∈ΩZ

|WZ
0 (X) − WZ

1 (X)| ≤ Z‖W0 − W1‖.

This completes the proof of Theorem 1. �

Theorem 2 Let Z be a positive integer, ε > 0, and W0, W1 two probability assignments on
a finite set Ω of micro-states. If ‖W0 − W1‖ > 2(εZ)−1/2 then there exists a set CT ⊂ ΩZ

such that a test of the null hypothesis “W0 is the correct assignment” against the alternative
“W1 is the correct assignment” that uses CT as critical set has probabilities of error of first
and second kind smaller or equal than ε: αT ≤ ε and βT ≤ ε.

Proof Let B = {x ∈ Ω : W1(x) > W0(x)} and let us denote the probability, according to the
hypothesis Hi , to find x ∈ B by pi ;

pi =
∑

x∈B

Wi(x).

One has

p1 − p0 = 1

2
‖W1 − W0‖. (10)

For X ∈ ΩZ let n(X) denote the number of elements of the Z-tuple X = (x1, . . . , xZ) that
lie in B . We shall show that the following set fulfills the requirements of the critical set:

CT =
{
X ∈ ΩZ : n(X) > Zp0 + 1

2

√
Z

ε

}
. (11)
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We have to estimate the probabilities of the errors;

αT = PH0(H0 rejected) = PH0

(
(n(X) − Zp0) >

1

2

√
Z

ε

)
≤ PH0

(
(n(X) − Zp0)

2 >
Z

4ε

)
.

(12)
The variable ξ = (n(X) − Zp0)

2 has expectation value E0(ξ) = Zp0(1 − p0) ≤ Z/4. Ap-
plying Chebyshev’s inequality to that stochastic variable and combining the result with in-
equality (12) one gets αT ≤ ε. It remains to estimate the probability of an error of the second
kind:

βT = PH1(H0 accepted) = PH1

(
n(X) ≤ Zp0 + 1

2

√
Z

ε

)
.

According to the hypothesis of the theorem and with (10) we have

p0 < p1 − 1√
εZ

and hence

n(X) ≤ Zp0 + 1

2

√
Z

ε
⇒ n(X) ≤ Zp1 − Z

1√
εZ

+ 1

2

√
Z

ε
.

Therefore the probability of second kind can be estimated as follows:

βT ≤ PH1

(
n(X) ≤ Zp1 − 1

2

√
Z

ε

)
≤ PH1

(
(n(X) − Zp1)

2 ≥ Z

4ε

)
. (13)

The expectation value of ψ = (n(X) − Zp1)
2 is E1(ψ) = Zp1(1 − p1) ≤ Z/4. Hence in-

equality (13) and Chebyshev’s inequality imply βT ≤ ε. This concludes the proof of Theo-
rem 2. �

There is an important asymmetry between Theorems 1 and 2. The non-existence of a
test to distinguish two probability assignments is independent of any physical properties of
the micro-states x and obliges to consider the probability assignments as equivalent for all
practical purposes. On the other hand, Theorem 2 only states the existence of a critical set, it
does not assure the existence of a real test procedure. The existence of a test depends on the
physical nature of the states. For instance let us consider a closed mechanical system with
mixing dynamics that obeys Liouville’s theorem. Let us take W0 as the micro-canonical
equilibrium distribution on phase space; W0(x) = 1/n, where n is the total umber of acces-
sible phase cells. Now consider a distribution W̃1 which describes a thermodynamic state
far off the equilibrium and let W1 be the probability assignment that evolves from W̃1 by
means of the area conserving, mixing dynamics of the system. Obviously there does exists
a critical set in ΩZ with fairly small Z (in fact Z = 1 would be enough) to distinguish W1

from W0. But, because of the mixing property of dynamics, this set would not be accessible
to real physical measurements and physically W1 would be equivalent to the equilibrium
state despite the fact that ‖W0 − W1‖ ≈ 2.

4 Other Norms on Probability Spaces

In the previous section it was shown that the l1-norm provides an adequate instrument to
measure whether two probability assignments are too close to each other in order to be
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considered as different. One may now ask the question whether other lp-norms with p > 1
may also be used for that purpose. The definition of such norm is given as follows:

‖W‖p =
(∑

x∈Ω

(W(x))p

)1/p

. (14)

Although all norms on finite dimensional vector spaces are topologically equivalent, in rela-
tion to the present issue they behave differently. In fact this is not surprising. As the question
of whether two probability assignments are distinguishable was formulated in a way inde-
pendent of the number of elements of Ω , the finite dimensional spaces in question have to
be looked upon as subspaces of an infinite dimensional space of sequences, and in these
spaces the norms are no longer equivalent.

To begin with, other lp-norms are inconvenient because the norm of probability assign-
ments varies. On the other hand, the l1-norm of all probability assignments has the same
value, which is 1. A criterion for closeness of two assignments formulated with a lp-norm
should therefore be given in a relative manner using a quantity of the kind

C(W0,W1) = ‖W0 − W1‖p

‖W0‖p + ‖W1‖p

. (15)

We shall show, with a counterexample, that such a kind of closeness measure does not
provide a criterion to judge whether two assignments are different. Let the space of micro-
states Ω be composed of three non-empty and disjoint subsets Ω = Ξ ∪ A ∪ B and let A

and B have the same number of elements |A| = |B| = k. Let V be a probability assignment
with support on Ξ . Then let us consider the following two probability assignments

W0(x) =
⎧
⎨

⎩

1
2 V (x) if x ∈ Ξ ,
1

2k
if x ∈ A,

0 if x ∈ B

and W1(x) =

⎧
⎪⎨

⎪⎩

1
2V (x) if x ∈ Ξ ,

0 if x ∈ A,
1

2k
if x ∈ B.

No matter how large k might be it is obviously possible to find critical sets in ΩZ with
fairly small values of Z to distinguish these two probability assignments with satisfactory
reliability, in fact the l1-distance ‖W0 − W1‖ is 1 for all k. Let us now suppose that |Ξ | � k

and examine the limit of the quantity C of (15). Supposing p > 1 we have

‖W0‖p = ‖W1‖p = (2−p‖V ‖p
p + 2−pk1−p)1/p →

k→∞
1

2
‖V ‖p,

‖W0 − W1‖p = (21−pk1−p)1/p →
k→∞

0.

Hence the closeness measure as defined by (15) can become arbitrarily small but the two
probability assignments are clearly distinguishable. Thus the lp-norm with p > 1 is not
appropriate to judge closeness of probability assignments.

5 Information Theoretic Closeness of Assignments

Information theoretic functionals such as the Kullback-information divergence may be con-
sidered a natural way to judge closeness of probability assignments. Therefore it is interest-
ing to see whether analogues of the Theorems 1 and 2 may be formulated with the Kullback
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divergence; I (W2 ‖ W1) = ∑
x W2(x) ln(W2(x)/W1(x)). In fact the Csiszar–Kullback in-

equality [13]

‖W2 − W1‖ ≤ √
2I (W2 ‖ W1)

guarantees that an analogue of Theorem 1 can be formulated with the Kullback-information
divergence. On the other hand, as I may be arbitrarily large no matter how close the as-
signments are, there is no analogue to Theorem 2. Of course if one finds an experimental
outcome x = x∗ with W1(x

∗) = 0 and W2(x
∗) �= 0, which could happen if I = ∞, one

would know without any doubt that W2 is the correct assignment. But if ‖W2 − W1‖ is ex-
tremely small the probability of such a lucky event would be correspondingly small. That
means I = ∞ does not guarantee that we may distinguish the assignments in practical terms
even if we suppose that all types of sets of micro-states are physically accessible.

6 Conclusion

It was shown that the natural way to measure how close one probability assignment is to an
other one is given by the l1-distance. If this distance is smaller than (2Z)−1 it is impossible
to find a reasonably reliable test with sample size Z to distinguish the assignments. On the
other hand, if the distance is larger than 2(εZ)−1/2 there exists a critical set in the space of Z-
tuples of results such that the probabilities of error of first and second kind become smaller
or equal ε. Further it was shown that other lp-norms do not permit this kind of judgment.
Kullback-information divergence can also be used to give a criterion when two assignments
are indistinguishable.
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